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Abstract. Pedestrian detection is a hot topic in computer vision and
pattern recognition. Existing pedestrian detection methods face new
challenges in the background of big data, e.g., heavy burdens on com-
puting and memory. To solve these problems, in this paper, we propose
a pedestrian detection framework based on incremental learning. Com-
pared with existing pedestrian detection frameworks, it costs much less
time and memory. In addition, the performance of our framework is very
close to the one which uses all training samples at once. Furthermore,
with more new training samples, the performance can be enhanced con-
tinually with little time and memory, showing the potential in practical
applications.
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1 Introduction

Pedestrian detection is an important issue in computer vision and can be ap-
plied in many related areas [4,5]. Many effective algorithms are developed. For
example, Viola et al. [13,14] propose object detection algorithms based on Haar-
like features and the cascade structure. However, Haar-like descriptors are not
able to describe more complicated objects (such as pedestrians under complex
backgrounds). To obtain more robust descriptor, Dalal et al. [3] propose HOG
(histograms of oriented gradients) for pedestrian detection. HOG describes shape
and structure well, and obtains satisfying results in pedestrian detection. How-
ever, this approach takes no account of local deformation of objects. To solve this
problem, Felzenszwalb et al. [6] propose a discriminative part-based approach
that models unknown part positions as latent variables. It is one of the most
successful approaches for object detection at present.

In the background of big data, it is possible to collect huge pedestrian data
sets, which are usually captured continuingly. Existing pedestrian detection
methods do not perform well in this situation and face some new challenges.
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Think about this case: collecting new training sets from various sources (e.g.,
web, cameras, videos and so on) continuingly after training a detector using
former training sets, and updating the detector with new training sets. Tradi-
tionally, we need to merge the former and the new training sets, and use the
merged training set to train a new detector. In this case, existing methods con-
sume huge time when data sets are very large, e.g., million or billion. What’s
more, limited memory is not enough to train such a detector. The amount of
data is always too large for machines to handle. It is necessary to study incre-
mental learning based pedestrian detection which makes feasible in case of big
data, runs fast and maintains satisfying performance.

There is little work on embedding incremental learning into general object
detection. Opelt et al. [10] introduce incremental learning into visual shape al-
phabet based multi-class object detection. This method is designed for a small
or medium size of training sets but not suitable for big data. Nair et al. [7,8,9]
combine online learning and object detection in video with simplex and still
background. These methods are not effective for general object detection with
complex background.

In this paper, we propose an incremental algorithm which is simple but ef-
fective. We apply it to pedestrian detection and obtain satisfying results. Our
framework has three merits: (1) running very fast; (2) needing only a small size
of memory; (3) improving the detection accuracy continually. Our algorithm
achieves good performance on the INRIA and the NICTA pedestrian datasets
[3,11] in terms of both effectiveness and efficiency, which demonstrates that our
algorithm is suitable for pedestrian detection with huge data.

2 Pedestrian Detection Based on CPA

2.1 Framework

The HOG based pedestrian detection algorithm [3] is probably the first pedes-
trian detection approach which can achieve satisfying performance for real im-
ages with complex backgrounds [4,5]. In Fig.1, the diagram inside the dotted line
box shows the procedure of HOG based pedestrian detection. Although this ap-
proach is less accurate than the part-based model [6], its complexity is far lower
and thus it is very suitable to be combined with incremental learning. This is
the main reason why we adopt HOG based pedestrian detection as our baseline
platform.

Fig.1 shows the framework of incremental learning based pedestrian detection.
Intuitively, this framework has two advantages. On one hand, if the data sets are
collected continuingly, the system could rapidly and effectively train detectors
using new data sets. On the other hand, if a data set is so large that memory
can not meet the demand, we could divide it into several parts and use them to
train a detector according to the procedure in Fig.1.
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Fig. 1. Framework of incremental learning based pedestrian detection

2.2 Incremental Learning Algorithm

Compared with batch learning algorithms, incremental learning algorithms run
faster and cost much less memory. We propose a new incremental learning al-
gorithm called Converged Passive-Aggressive algorithm (CPA) for pedestrian
detection.

CPA is based on the Passive-Aggressive algorithm [2]. The objective function
of Passive-Aggressive algorithm is,

Wt+1 = argmin
W∈Rn

1

n
||W −Wt||2 + Cξ2 s.t. �(W; (Xt, yt)) ≤ ξ. (1)

Here Wt is the vector containing parameters of the detector, Xt is the sample,
and yt is the label of the sample in round t. � is hingle-loss function, ξ is a non-
negative slack variable, and C is the weight of ξ2. Wt+1 is the projection of Wt

onto the half-space of vectors whose hingle-loss is zero for the current sample.
If �(W; (Xt, yt)) > 0, the Lagrangian of the problem in (1) is

L(W, ξ, α) =
1

2
||W −Wt||2 + Cξ2 + α(1 − ξ − yt(W

TXt)). (2)

Here α is a non-negative Lagrange multiplier. Setting the partial derivatives of
L with respect to W and ξ to zero respectively, we obtain

W = Wt + αytXt. (3)

ξ =
α

2C
. (4)
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Replacing ξ and W with (3) and (4), the Lagrangian can be expressed as

L(α) = −α2

2
(||Xt||2 + 1

2C
) + α(1 − yt(Wt

TXt)). (5)

Setting the derivative of L(α) to zero, we obtain

α =
1− yt(Wt

TXt)

||Xt||2 + 1
2C

. (6)

It should be noted that each sample is used only once so that the solution may
not be convergent. To address this problem, a weight-decay strategy is proposed
as shown in Algorithm 1.

In Algorithm 1, CINIT is an initial parameter. dr is a scalar which regulates
the decreasing rate of C. M is the number of samples. K is the number of
iterations in the outer loop. Crammer et al. [2] show that setting C to be a small
number leads to a slow progress rate and gets better solution when training sets
are large. So, C is set to decrease in each round. Generally, the outer loop of
CPA needs a small number of (less than 20) iterations.

Algorithm 1. CPA

Input:
Initial Passive-Aggressive parameter, CINIT ;
Decreasing rate of CINIT , parameter dr;
Initial model W1,1;

Output:
Updated model WK,M+1.
for k = 1,2,· · · ,K do

C = CINIT
dr×k

for t = 1,2,· · · ,M do
receive instance: Xt ∈ Rn

receive correct label: yt ∈ {−1,+1}
compute loss: �t = max{0, 1− yt(Wk,t

TXt)}
compute Lagrange multiplier: αk,t =

�t
||Xt||2+ 1

2C

update: Wk,t+1 = Wk,t + αk,tytXt

end for
Wk+1,1 = Wk,M+1

end for

3 Experiments and Results

3.1 Experimental Datasets and Setup

Experiments are conducted on two different pedestrian datasets. The first is the
well known INRIA pedestrian dataset [3], containing 3,542 (2,416 for training
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(a) BASE is trained with 1/2 training set
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(b) BASE is trained with 1/4 training set
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(c) BASE is trained with 1/6 training set

Fig. 2. Performance of CPA with different initial detectors

and 1,126 for testing) positive samples and 1,671 (1,218 for training and 453
for testing) background images. The resolution of pedestrian images is 128×64
pixels. We use this database to evaluate the major characteristics of our proposed
algorithm. The second is the NICTA pedestrian dataset [11], containing 44,223
(37,344 for training and 6,879 for testing) positive samples and 5,151 (4,147 for
training and 1,004 for testing) background images. The resolution of pedestrian
images is 80×32 pixels. We use this database to simulate the performance of our
framework in the case that training samples are continually obtained.

Because the resolution of images in the two datasets is different, we set the
size of each cell to 8×8 pixels on the INRIA dataset and 4×4 pixels on the
NICTA dataset. To initialize, we use a soft linear SVM trained with libSVM [1].

3.2 Results on INRIA

Experiments are designed to study the learning ability of CPA in various situa-
tions. First, dividing the training set into two parts evenly, we use the first part
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to train a linear SVM and obtain an initial detector denoted as BASE. Then we
use the other part to update the detector with CPA and obtain a detector de-
noted as BASE+CPA. To compare the performance of CPA, all training samples
of the INRIA database are also used to train a linear SVM, and get a detector
denoted as All. Fig.2(a) shows the DET (Detection Error Tradeoff) curves [3] of
BASE, BASE+CPA and ALL.

Table 1. Time(sec) consumed by each detector

BASE(1/2) BASE(1/4) BASE(1/6) ALL

BASE 56.05 15.60 8.75 145.74

BASE+CPA 56.05+1.57 15.60+1.23 8.75+1.37 -

Then, we do experiments to compare the performance of BASE+CPA with
different initial detectors. Dividing the training set into four parts evenly, we use
the first part to train a linear SVM and obtain an initial detector. Then we use
the rest three parts to update the detector with CPA three times. Each time we
use one part. Fig.2(b) shows the DET curves of the detectors. Likewise, dividing
the training set into six parts evenly, we train the detector as the previous
procedures. This result is shown in Fig.2(c). In addition, the time costed by
training each detector is shown in Table 1. From Fig.2 and Table 1, it is easy to
obtain the following conclusions:

1. The more training samples, the better the detector performs. For example,
the results is gradually enhanced over detectors BASE(1/6), BASE(1/4),
BASE(1/2) and ALL.

2. No matter which baseline detector is adopted, our proposed CPA can en-
hance the baseline effectively and finally performs comparably with the de-
tector ALL.

3. CPA costs very little time compared with SVM, which means that CPA is
very efficient to reach satisfying detection accuracy.

We also compare CPA with two incremental learning algorithms (Pegasos [12]
and Passive-Aggressive algorithm) on the INRIA database. Pegasos is a popular
incremental learning algorithm for linear SVMs. Table 2 shows the miss rate at
10−4 FPPW (false positive per window) of different detectors. The results of
CPA are the best in all cases. On average, CPA has above 1.5% lower miss rate
than Passive-Aggressive and above 0.8% lower miss rate than Pegasos.

3.3 Results on NICTA

To simulate incremental learning based pedestrian detection with training data
continually captured, experiments are designed on the NICTA pedestrian
database. First, using 1,000 positive and 5,000 negative samples to train a linear
SVM, we obtain an initial detector. Then, we use new data (the ratio of positive
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Table 2. Miss rate of different detectors at 10−4 FPPW

BASE(1/2) BASE(1/4) BASE(1/6)

Passive-Aggressive 15.63% 15.90% 15.36%

Pegasos [12] 14.65% 15.01% 15.19%

CPA 13.94% 14.12% 14.21%

samples to negative samples is 1/5) to train the detector continuingly as the
procedures in Fig.1.

Fig.3 shows that the miss rate at 10−4 FPPW decreases with incrementally
learning from new data. After initializing a detector, we use new training data to
update the detector 16 times. Miss rate declines continually, which demonstrates
that our framework has good ability for training better detectors.

Fig. 3. The performance of the detector with increasing new training samples

4 Conclusions

In this paper, we have proposed a pedestrian detection framework with incremen-
tal learning. The detection accuracy of our method is comparable to traditional
pedestrian detection which uses all training samples at once, but consumes much
less time and memory. Furthermore, we demonstrate that the detector can be
continually enhanced with more new training samples, which is very valuable for
practical applications.

Finally, we conclude this paper with two main contributions. First, we have
proposed a new incremental learning algorithm CPA to enhance online Passive-
Aggressive algorithm. Second, we have embedded the enhanced incremental
learning algorithm into pedestrian detection to effectively and efficiently solve
problems of existing pedestrian detection methods in the background of big data.
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