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Abstract 

Overview 

Our method 

Experimental results 

Goal: search results across various modalities of data.   

Text U2 

On August 7, 1942, Allied 
forces (primarily U.S.) landed 
on Guadalcanal, Tulagi, and 
Florida Islands in the 
Solomon Islands. ... 

In south eastern Washington, 
a stretch of the river passes 
through the Hanford Site, 
established in 1943 as part of 
the Manhattan Project.…. 

Image U1 
JGRMSL: bridge 

JGRMSL  =  inter-modality similarity   (similar pairs)  

                +  intra-modality similarity   (neighborhood) 

                +  discrimination   (class information) 

 Joint graph regularization term 

(1) (2) 2 (1) (1) (1) 21
1 2 1 2 1 1

, 1 , 1

(2) (2) (2) 22
2 2

, 1

( , ) ( ) ( )
2

                                           ( )
2

n n
T T T T

ij i j ij i j

i j i j

n
T T

ij i j

i j

J z s

s





 



   

 

 



u u u x u x u x u x

u x u x

Inter-modality similarity Intra-modality similarity 

1 11 1

2 2 2 2

   Z   
; ;

       ST

SX
X W

X Z





    
       
     

0 u
u

0 u
Reformulation: 

2
2

( ) ( )

, 1

1
( ) ( )

2

1
        ( )

2

1
        

2

n
T T

ij i j

i j

T T

T T

J W X X

X D W X

XLX



 

 



u u u

u u

u u

 Objective function - discrimination 
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Inter-modality similarity:  

project similar pairs as 

close as possible 

Intra-modality similarity: 

preserve local manifold 

structure 

Discriminability: different-class samples should be 

mapped far apart while the same-class samples lie as 

close as possible.  

Algorithmic view 

Step1: input data from different modalities.  

Step2: learn the projection matrices using JGRMSL . 

Step3: map data into latent space using learnt projections. 

Step4: conduct cross-modal ranking in the latent space. 

Evaluation: MAP, PS curve 

Compared Methods:   

CCA, PLS, BLM  (CVPR’11): similar pairs  

GMLDA, GMMFA (CVPR’12): similar pairs + label 

 Results on Pascal image-tag data 

 Results on Wikipedia image-text data 

20 classes, 2808 / 2841 training/testing samples 

10 classes, 1300 / 1566 training/testing samples 

Table 1. Comparison of MAP for different methods 

Figure 1. Precision-scope curves of different methods. 

Left: Image as query, Right: Text as query 

Table 2. Comparison of MAP for different methods 

Figure 2. Precision-scope curves of different methods. 

Left: Image as query, Right: Text as query 

Image: 128-dim bags of SIFT, Text: 10-dim LDA  

Image: 512-dim Gist, Text: 399-dim word frequency 

Challenge: bridge the heterogeneity gap.  

Contribution: we propose a joint graph regularization 

multi-modal subspace learning(JGRMSL) method, which 

well explores the inter-modality similarity and intra-

modality similarity.  It also has good discriminability. 


